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Modelling fluid flows past a surface is a general problem in science
and engineering, and requires some assumption about the nature
of the fluid motion (the boundary condition) at the solid interface.
One of the simplest boundary conditions is the no-slip
condition1,2, which dictates that a liquid element adjacent to the
surface assumes the velocity of the surface. Although this con-
dition has been remarkably successful in reproducing the char-
acteristics of many types of flow, there exist situations in which it
leads to singular or unrealistic behaviour—for example, the
spreading of a liquid on a solid substrate3–8, corner flow9,10 and
the extrusion of polymer melts from a capillary tube11–13. Numer-
ous boundary conditions that allow for finite slip at the solid
interface have been used to rectify these difficulties4,5,11,13,14. But
these phenomenological models fail to provide a universal picture
of the momentum transport that occurs at liquid/solid interfaces.
Here we present results from molecular dynamics simulations of
newtonian liquids under shear which indicate that there exists a
general nonlinear relationship between the amount of slip and the
local shear rate at a solid surface. The boundary condition is
controlled by the extent to which the liquid ‘feels’ corrugations in
the surface energy of the solid (owing in the present case to the
atomic close-packing). Our generalized boundary condition
allows us to relate the degree of slip to the underlying static
properties and dynamic interactions of the walls and the fluid.

During the past decade molecular dynamics simulations have
emerged as a powerful tool for probing the microscopic behaviour
of liquids at interfaces (ref. 15, and references therein). Studies have
demonstrated how solids induce order in adjacent liquids and how
this order, in turn, controls the amount of momentum transfer16.
The no-slip condition has been shown to be just one of many
allowable flow boundary conditions ranging from pure slip to
multi-layer locking. The degree of slip at the boundary depends
on a number of interfacial parameters including the strength of the
liquid–solid coupling, the thermal roughness of the interface, and
the commensurability of wall and liquid densities16. These findings
have led to a new understanding of stick-slip phenomena in
boundary lubrication17 and have revealed the sensitivity of liquid
spreading to microstructure at the liquid/solid interface7,8. Earlier
work16 investigated flows in a regime for which the degree of slip was
independent of local shear rate ġ . This regime is described by the
well-known linear Navier boundary condition1 in which DV ¼ Lsġ,
where DV is the velocity difference between the solid and adjacent
liquid, and Ls is a constant slip length. Here we examine the

Figure 1 Steady-state flow profiles and schematic of the Couette flow geometry.

The Couette cell measured 12:51j 3 7:22j 3 h where h varied from 16.71j to

24.57j. The numberof fluid molecules ranged from 1,152 to 1,728, respectively. The

x̂-direction of the cell is aligned along the [112̄] orientation of the face-centred

cubic lattice comprising the wall, and periodic boundary conditions are imposed

along x̂ and ŷ. The flow profiles were obtained for systems with U ¼ 1:0jt2 1,

h ¼ 24:57j, and walls characterized by the indicated density and Lennard–Jones

parameters. Values for ewf, jwf and rw (see text) are in units of e, j and r,

respectively. Following an equilibration period of ,100t, the profiles were com-

puted by averaging the instantaneous particle velocities within bins of width ,1j

spanning the distance between the two walls. The duration of the averaging

varied from 250t to 7,000t depending on the signal-to-noise ratio. Accurate

resolution of flows with ġ , 0:01t2 1 typically required .2,500t of averaging. The

dashed line indicates Couette flow with a no-slip boundary condition.

Figure 2 Variation of the slip length Ls (panel a) and viscosity m (panel b) as a

function of shear rate for systems with the indicated interfacial properties. Ls was

computed from the definition Ls ¼ DVx=ġ, which for Couette flow reduces to

(U=ġ 2 hÞ=2: m was computed from the relation m ¼ Pzx=ġ, where Pzx is the zx-

component of the microscopic stress tensor averaged across the cell19.
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boundary condition over a much wider range of shear rates which
reveals a nonlinear relationship between Ls and ġ .

Our molecular dynamics simulations model a simple liquid
undergoing planar shear in a Couette cell as shown in Fig. 1. Each
wall of the cell consists of Nw atoms forming two (111) planes of a
face-centred cubic lattice. Nw ranges from 144 to 576 depending on
the wall density, rw. The liquid is treated as an isothermal ensemble
of spherical molecules. Molecules separated by a distance r interact
through a shifted Lennard–Jones 6–12 potential:

VLJðrÞ ¼ 4e
j

r

� �12

2
j

r

� �6

2
j

rc

� �12

þ
j

rc

� �6� �

ð1Þ

where e and j are characteristic energy and length scales, and the
potential is zero for r . rc ¼ 2:2j. The wall–fluid interaction is also
modelled with a truncated Lennard–Jones potential with energy
and length scales ewf and jwf, respectively, and cut-off rc. Similar
systems have been widely used to investigate a variety of bulk and
interfacial flows15.

The equilibrium state of the fluid is a well-defined liquid phase
characterized by number density r ¼ 0:81j 2 3 and temperature
T ¼ 1:1kB=e. Constant temperature is maintained by weakly
coupling the particle dynamics to a thermal reservoir through the
addition of Langevin noise and frictional terms to the equations of
motion7,8,16–18. Good thermal coupling obviates the need for the
noise and frictional terms in the x̂ and ẑ directions16,18. The resulting
equation of motion for the y degree of freedom of the ith molecule
of mass m is

mÿi ¼
ĵÞi

]V LJ ]yi 2 mΓẏi þ hi

�

ð2Þ

where SjÞi denotes a sum over all interactions with i, Γ is a friction
constant that controls the rate of heat exchange with the reservoir,
and hi is a gaussian distributed random force with zero mean and
variance 2mkBT Γ. Efficient temperature control with minimal effect
on particle dynamics was achieved with Γ ¼ 1:0t2 1, where
t ¼ ðmj2=eÞ1=2 is the characteristic time of the Lennard–Jones
potential. The equations of motion are integrated using a fifth-
order Gear predictor–corrector algorithm19 with a time step
Dt ¼ 0:005t.

The simulations produce steady-state velocity fields as shown in
Fig. 1. The flows were induced by translating the upper wall with
velocity U in the x̂ direction. The profiles recover the expected flow
behaviour from continuum hydrodynamics with boundary condi-
tions involving varying degrees of slip. For the system with rw=r ¼ 1
and ewf =e ¼ 0:6, DVx=U ¼ 0 and the no-slip condition is obeyed
exactly. For larger rw or smaller ewf, slip is evident. This variation
with wall properties is consistent with that reported earlier16—
namely, the amount of momentum transfer at the wall/fluid inter-
face decreases as the relative surface energy corrugation of the wall
decreases. The corrugation is maximized when the wall and fluid
densities are commensurate (rw ¼ r) and the strength of the wall–
fluid coupling ewf is large. In this case, there is efficient momentum
transfer and the resulting flow is consistent with a no-slip, or in
extreme cases, a ‘‘stick’’ boundary condition16. For incommensurate
densities or smaller couplings, the corrugation is weaker and
interfacial slip develops.

We now consider how the fluid responds to variations in the wall
speed U for five different sets of interfacial parameters (ewf, jwf and
rw). To generalize the analysis, the results are expressed in terms of
the shear rate ġ within the fluid measured directly from the
computed linear velocity profiles as in Fig. 1. Note that the bulk
viscosity m of the fluid is a constant over the entire range of shear
rates (Fig. 2b) indicating the bulk fluid remains newtonian. Based
on previous investigations of shear-induced ordering in simple
fluids, non-newtonian response of the bulk fluid is expected for
ġ) 2t2 1 (ref. 20).

The variation in Ls as a function of ġ is shown in Fig. 2a. The data

reveal several significant features. At sufficiently low ġ, the bound-
ary condition is consistent with the Navier model. In this regime,
the slip length equals its limiting value Lo

s which ranges from zero to
,17j for the interfacial parameters chosen. In general, the amount
of slip increases with decreasing surface energy corrugation. The
latter was achieved by either decreasing the wall–fluid coupling ewf

or increasing the wall density rw. At higher shear rates, the Navier
condition breaks down as the slip length increases rapidly with ġ .
Surprisingly, the boundary condition is nonlinear even though the
liquid is still newtonian. In fact the slip length appears to diverge as
the shear rate approaches a critical value ġ c. This value depends on
the surface energy corrugation: as the corrugation decreases, so too
does ġ c. We note that the values for ġ c shown in Fig. 2 are of the
same magnitude as the shear rates previously found in molecular
dynamics studies of low capillary number flows7,8.

The functional behaviour for Ls suggests a universal boundary
condition at a solid–liquid interface. Scaling Ls by its asymptotic
limiting value Lo

s and ġ by its critical value ġ c collapses the data onto
the curve shown in Fig. 3. This curve is well described by the form
Ls ¼ Lo

s ð1 2 ġ=ġÞ2a where the dashed line represents the value
a ¼ 1=2. This behaviour suggests that close to a critical shear rate
the boundary condition can significantly affect flow behaviour at
macroscopic distances from the wall, an experimental observation
repeatedly seen in many polymeric systems21. Such significant slip is
not easily recoverable in the phenomenological models presented to
date. It also suggests that for flows in the vicinity of ġ c small changes
in the surface properties can lead to large fluctuations in the
apparent boundary condition.

Given the remarkable collapse of the data, one would like to
understand what causes Ls to diverge at ġ c and what microscopic
properties determine its scaling behaviour. To understand this
divergence, we have considered the much simpler problem of a
single particle undergoing Langevin dynamics in a driven periodic
potential. (Independently, a similar model has been used to study
stick-slip dynamics in boundary lubrication22.) In this model, a
particle is held at a fixed height above a solid surface which is
translating uniformly with speed v. The surface, composed of
Lennard–Jones atoms, is analogous to that used in the multi-
particle molecular dynamics simulations. As in the collective
system, the motion of the particle is independent of the wall velocity
at low v and experiences significant slip at high v. The particle
achieves pure slip for velocities v . vc. The less corrugated the
surface potential, the smaller vc becomes and the larger the slip at
low velocities.

It is natural to assume that the scaling for vc (or equivalently ġ c)

Figure 3 Master curve describing the flow boundary condition. The data is the

same as that shown in Fig. 2a with Ls and ġ scaled by the indicated values of Lo
s

and ġc. The dashed line represents Ls ¼ Lo
s ð1 2 ġ=ġcÞ

2 1=2.
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is set by the liquid–solid interaction timescale, namely ġ2 1
c ,

twf ¼ ðmjwf2
=ewf Þ1=2. According to this scaling, increasing rw (or

likewise decreasing jwf) should lead to larger values of ġ c. This
behaviour is not supported by the data shown in Fig. 2 in which
smaller values of jwf lead to smaller ġ c. We therefore propose a
different scaling parameter more closely associated with the surface
energy corrugation such that it vanishes in the limit of small ewf and
large rw. For both these limits, we expect Ls to increase and ġc → 0.
In previous interfacial studies, geometric measures of real surface
roughness, like the areal projection of a rough terrain, have been
used as a key microscopic parameter controlling slip4. We introduce
instead a roughness parameter R which characterizes the coarseness
of the potential surface, f(r̄), measured at some fixed height above
the wall by a test particle. This potential surface is represented by the
vector xx̂ þ yŷ þ fwf =ewffðrÞẑ. With this definition R ¼ A=A` 2 1
where A ¼ e½1 þ ð]f=]xÞ2 þ ð]f=]yÞ2ÿ1=2dxdy, A` ¼ e dxdy, fðr̄Þ ¼
SNw

V LJð r̄ 2 r̄w
i Þj

�
� , r̄w

i denotes the position of a wall atom, and r̄
locates the test particle.

For the single-particle model just described, vc scales as R1/2 over a
wide range of interfacial parameters. This correlation suggests the
possibility of describing slip behaviour in terms of a single scalar
quantity. But extensions of this analysis to a collective interacting
system are complicated by the possibility of layering phenomena at
the wall–fluid interface, the dimensionality of the full system, and
inertial corrections. Nonetheless, for the limited set of data shown in
Fig. 2, we find that ġ c scales as a power in R with an exponent close
to 3/4. Although more studies of this type are required to predict the
precise relationship between ġ c and R, it is possible that a scalar
measure of the roughness of the energy surface is a key parameter
controlling the amount of slip experienced by a liquid under shear.

Our results indicate that the well-known Navier slip boundary
condition is but the low-shear-rate limit of a more generalized
universal relationship which is significantly nonlinear and divergent
at a critical shear rate, ġ c. The value of ġ c is set by the corrugation of
the potential surface which signals the point at which the solid can
no longer impart momentum to the liquid. This means that the
same liquid molecules sheared against different substrates will
experience varying amounts of slip and vice versa. The functional
dependence for Ls shown in Fig. 2a provides a new non-phenom-
enological boundary condition that can be used to model viscous
flows along solid surfaces. This relation provides a mechanism for
relieving the well-known stress singularity in spreading liquids and
corner flows as it naturally allows for varying degrees of slip on
approach to regions of higher shear stress and shear rate. M
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Stimulated emission by optical pumping of solid-state organic
materials has been well known since the late 1960s following
the first demonstrations of laser action in dye-doped gels and
molecular crystals1–4. Interest in this field has been revived by the
demonstration of efficient, long-lived and intense electrolumines-
cence in both polymeric5 and small-molecular-weight6 organic
thin films, which indicates the possibility of laser action in these
materials. Several recent studies of optically pumped polymers
have reported emission phenomena suggestive of laser action7–9.
Here we present clear evidence for laser action from optically
pumped, vacuum-deposited thin films of organic molecules, in
both slab-waveguide and double-heterostructure configurations.
This realization of laser action in conducting organic thin films
should open the way to the development of a new class of
electrically pumped laser diodes.

Lasing (in contrast to amplified spontaneous emission, super-
luminescence or related phenomena) can be unambiguously iden-
tified from five phenomena: (1) a clear indication of a threshold in
output energy as a function of input (or pump) energy, with a high
lasing efficiency above threshold; (2) strong output beam polariza-
tion; (3) spatial coherence (as indicated by a diffraction-limited
output beam or speckle); (4) significant spectral line narrowing;
and (5) the existence of laser cavity resonances, or modes. Although
several recent reports7–9 on polymer-based optically pumped thin
films have discussed structures showing one or two of the above
phenomena, there has (to our knowledge) been no report of all of
these properties having been observed in such a system.

Tris-(8-hydroxyquinoline) aluminum (Alq3) doped with 2.5%
DCM laser dye provides an excellent laser material10 as the red
stimulated emission of DCM at a wavelength of l ¼ 645 nm is far
from the ultraviolet absorption edge of the Alq3 host (at
l ¼ 450 nm)11, whereas the absorbance of the DCM is centred
near the emission maximum of Alq3 (at l ¼ 530 nm), thereby
providing for efficient Förster energy transfer12 from ultraviolet-
excited Alq3 (see Fig. 1 for molecular structural formulae of Alq3 and
DCM). Doping also allows for reduction of the density of the
optically active DCM molecules (thereby reducing the effective
density of states), which lowers the threshold and increases the
efficiency of a laser13. In fact, efficient orange electroluminescence
for DCM-doped Alq3 films has been demonstrated6.

Lasers shown in Fig. 1 were grown on InP substrates pre-coated


